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Abstract-- Stock Market Analysis and Prediction (SMAP) is a web based application able to predict the
stock prices such as close, open, high anf low of companies based on their market values and news
sentiments surrounding the company. It is a portal where, general stock market enthusiast can keep track
of their invested companies and are also able to instantly contact their brokersfor purchase or sales of the
stocks. The main application of this system however would be to predict the market values. Along with that
it has the features of news portal. Deep Neural Network (DNN), used for stock market analysis and
prediction. The algorithm’s main goal is to learn the market trends by training with the past data and
predicting the future value. The calculated values of the computational analysisi.e. prediction is used to
display nearly accurateresult.
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[. Introduction

Stock analysis is the evaluation of a particular trading instrument, an investment sector,
or the market as a whole. Stock anaysts attempt to determine the future activity of an
instrument, sector, or market [1] . Stock market prediction is the act of trying to determine the
future value of a company stock or other financia instrument traded on an exchange. The
successful prediction of a stock's future price could yield significant profit. The project entitled
“Stock market Prediction and Analysis " is the web based application. It predict or forecast the
future of stock market based on historical time series data. NEPSE historical time series data
were scraped using scrapy tools and stored. Machine learning models for time series
forecasting were used to train those historical data and the result is visualized on web page for
easy understanding and analysis of stock market. The project encompasses the concept of Data
mining and Statistics which makes heavy uses of NumPY, Pandas and data visualization
libraries for data processing. In short, the system accept the historical data set of company
which is processed on our local server and result is displayed on web browser. Sinceit is aweb
application, can be accessible to everybody through the medium of internet when it is live or
hosted on particular domain.

The project is targeted to companies where stock is traded in order to predict and
analysis the financia status and future of company. Along with companies general individual
to understand the pattern of stock market and invest the money. The Closing Value is the price
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at which the most recent trade occurred. When the stock market is open -- the Nepa Stock
Exchange is open Sunday through Friday 11:00 am. to 15:00 p.m. and are closed on public
holidays -- the closing value provides the most up-to- date value of a stock. Odd lot trading is
done on Fridays. Once the stock market closes, the closing price is the best gauge of value until
the stock market opens the next business day. 2 1.2 Problem Statement Stock Market
Prediction for continuous seven days using Deep Neural Network.

II. Literature Survey

The review of literature is without a doubt incomplete with Burton G. Malkiel's theory
of Random walk of stock market. According to the author stock market moves in a random
fashion and any kind of previous or historical data cannot be used to predict its future values.
According to the author the market is efficient and will remove any kind of bias or patterns.
But we will observe that many research has provided enough evidence that such prediction not
only works but beats the traditional methods by along shot[2].

Aishwarya Singh forecast on time series data using time series analysis models. She
have implemented different models like MA, AR, DNN, LSTM etc. According to her LSTM is
best for large number of dataand DNN is suitable for less (avg 800) date[ 3].

Hirotaka Mizuno, Michitaka Kosaka, Hiroshi Y gjima demonstrated the use of artificial
neural network on TOPIX (Tokyo Stock Exchange Prices Index). They used moving average,
Deviation of price from moving average, Psychological line, Relative strength index as inputs
for the ANN. Output of the ANN was buy, hold and sell signals. Their results demonstrated
their system could achieve from 9-10% of average return, which was lower than traditional buy
and hold strategy. However Marijana Zekic has pointed out that many author ignore the
possible structure of ANN which could benefit certain situations. The demonstrates that certain
type of ANN structure perform better than others like 10-20-1 structure with back propagation
Learning[4].

FernandoFernandez-Rodriguez,Christian Gonzdlez-Martel,Simén Sosvilla-Rivero has
demonstrated the correctprofitability in different phases of market (bullish, bearish and neutral.
Their work demonstrates that technical analyses performs far better than buy and hold strategy
in different market conditions. Discrete Wavelet Transform (DWT) and Artificial Neural
Network (ANN) for predicting financial time series has been studied by S. Kumar Chandar, M.
Sumathi and S. N. Sivanandam. Their hybrid forecasting technique has achieved better results
compared with the approach which is not using the wavelet transform.
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[11.  Implementation

Themai npurposeofimpl ementati onofthi ssystemi stopredi ctthestockpri cesbasedonthe
previous stock prices.

a. AlgorithmDesign

Algorithmsaretheoperationalinfrastructureofeveryproject;theal gorithmsdeterminehowa
ndhowtheprogramoperatedandgeneratedresul tsbasedonthecal cul ations. A neffectiveal gorithmm
ustencompassallthedatavari abl esavail abl ef orcomputati onandi nreturngenerateanefficientflowas
wellastrueresultsoftheprocessingafterwards..Whenit comes to predictiveanalysisthere is a
myriaofhoi cesoverthei nternetthatoperatei nstati sti cal datatogenerateassoci ati veoutput. Choosing
betweenthesenumerousal gorithmsitsel fneedsagoodamountof studyuponthetopi csandal soadeepa
nalysisofthe predictions being made from the system.Since, in this casetherearemulti plenumber
ofdependentvari abl esthatarekeypoi ntsonprediction,wehaveadoptedtheal gorithmof DNN .

b. DataCollection

Inthefirstphase,anumberof scrapi ngscriptstocol | ectdataf romthesourcesmentionedprevio
uslyin the project. Thedata is composedof market dataofcompanies and dependent varaibles.

In the problem, each record of data set includes daily information which consists of
the closing price, the highest price, the lowest price, and the opening price named at day t as
X(t), xh(t), xI(t) and xo(t) respectively. Other technical analysis parameters used as input
include the leading, lagging and trend change indicators to get a composite result.

This paper uses 25 variables for forecasting as used in literature survey. The variables
I1 to 125 are computed based on the equations in Table 1. However, two parameters have
been replaced with Bollinger Bands which compare the volatility and the relative price levels
. These variables when used as input to the model provide the forecast for the closing price on
the next day. The forecast isfor short-term because data far from the forecasting date provides
less and less information useful to forecasting value
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Figure 1. Company Stock Data

Name of the Description and Formula
Variables

11 =xo(t) Open Price
12 = xh(t) High Price

13 =xI(t) Low Price

14 =x(t) Close Price

I5=MAS5, Moving Average
16 = MA10,
I7=MA20

I8 = BIASS, BIAS
19 = BIAS10 EMA12-EMA26
110 = DIFF

111=BU (x(t)-bollingerupper)/bollingerupper
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112 =BL (X(t)-bollingerlower)/bollingerlower
113=K,114=D Stochastic Fast %K ,Fast %D
115=ROC Price rate of change
116 =TR True range of price movements
117 = MTMG, 118 Momentum
=MTM12
119 = WR%10, Williams index
120 = WR%5
121 = OSCE6, Oscillator
122 = OSC12
123 = RSI6, Relative strength index
124 = RSI12
125 = PSY Psychological line

Table 1. Technical Indicators

c. DNN Mode

Oneof themost common methods used in time seriesforecastingis knownas
theDNNmodel ,whichstandsfor Deep Neura
Network.DNNisamodel thatcanbefittedtoti meseriesdatai nordertobetterunderstandorpredi ctfutur
epoi ntsintheseries. T herearethreedi stinctintegers(p,d,q) thatareusedtoparametrizeDNNmodel s.B
ecauseofthat, DNNmodel saredenotedwiththenotationDNN(p,d,q). Togetherthesethree
parameters account forseasonality, trend, and noisein datasets:

pistheauto-
regressivepartofthemodel .1tall owsustoi ncor poratetheeff ectof pastval uesintoourmodel . Intuitively,
thiswoul dbesi milartostatingthatitislikel ytobewarmtomorrow ifit hasbeenwarm the past 3 days.
distheintegratedpartofthemodel . T hisincludestermsi nthemodel thati ncorporatetheamounto
fdifferencing(i.e.thenumberof pastti mepointstosubtractfromthecurrentval ue)toappl ytotheti meseri
€s. Intuitively,thiswoul dbesimilartostati ngthatiti slikel ytobesametemperaturetomorrowifthe
differencei ntemperatureinthel astthreedayshasbeen verysmall.
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g is themovingaverage part ofthe model.This allows us to setthe error of our model as
alinearcombination oftheerror val ues observedatprevious time points in the past.

Equations
Theequation of DNN(2,0,1) islike:
Yt =alYt-1+a2Yt-2+b1Et-1 whereAR term=alYt-1+ a2Yt-2and MAterm = blEt-1

Inourproj ectyi stheobservedval ueof differenttimestamptof stockandval ueofp,d,qis
provided as per necessary to obtain high accuracy.
The agorithm isimplemented on following order:

Stepl:CheckStationary:- If
atimeseri eshasatrendorseasonal itycomponent,itmustbemadestationarybeforewe can useDNNto
forecast.
Step2:Difference:-
Iftheti meseriesi snotstati onary,itneedstobestati onari zedthroughdi fferencing. Takethefirstdifferenc
e thencheckforstationarity. Takeasmanydifferencesasittakes.M akesureyoucheck seasonal differenc
ingaswell.

Ifd=0:yt =Yt

Ifd=1:yt =Yt -Yt-1
Ifd=2:yt = (Yt -Yt-1)-(Yt-1 - Yt-2)=Yt -2Yt-1 +Y1-2

Here,y tis the differencedval uethat is cal culatedto make the datastationary.

Step3:-Filter out avalidation sample:-Thiswillbeusedtovalidatehowaccurateourmodel is.
Usetraintestvalidation split to achievethis.

Step4:- SelectARandM Aterms:-UsetheA CFandPACF  todecidewhethertoincludeanAR  term(s),
MAterm(s),or both.

Step 5:- Build amodel :Build the model to fit.

Step6— Validatemodel :-Comparethepredi ctedval uestotheactualinthevalidation sample.

Step 7:- Calculate RM SEorMAPE of predictionto checkaccuracy.

So,wehavetodeal witheithertrendorseasonal .\Whendeal ingwithseasonal effects,wemakeuseofthese

asonal DNN,whichisdenotedasDNN(p,d,q)(PD,Q)s.Here,(p, d,q)arethenon-
seasonal parametersdescribedabove,while(P,D,Q)foll owthesamedefinitionbutareappliedtotheseas
onal componentofthetimeseries. Thetermsi stheperiodicityof thetime series (4
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forquarterlyperiods,12

foryearlyperiods,etc.). Parameter Sel ectionfortheDNNTimeSeriesM odel | ookingtofittimeseriesda
tawithaDNNmodel ,ourfirstgoalistofindthevaluesof DNN(p,d,q)thatoptimi zeametri cofinterest.Int
hi ssection,wewill resol vethi s ssuebywritingPythoncodetoprogrammeti cal l ysel ecttheoptimal para
meterval uesforourDNN(p,d,q)timeseriesmodel .AlongwiththoseparametersweuseCLOS NGvalu
eofthetimeseriesstockdataas a featureto predict thefuture value.Similar, incase of seasonal DNN.
Weuseda' gridsearchtoiterativel yexpl oredifferentcombinati onsof parameters.Foreachcombinatio
nof parameters,wefitanewDNNmodel withtheSDNNX ()functionfromthestatsmodel sandassessitso
verall quality.Oncewehaveexpl oredtheentirel andscapeof parameters,ouroptimal setof parametersw
ilIbetheonethatyiel dsthebestperformancef orourcriteriaofinterest.|nStati sticsandM achineL earnin

g,thi sprocessi sknownasgridsearch(orhyperparameteropti mization)formodel sel ection.\Whenevalu
atingandcomparingstati stical model sfittedwi thdifferentparameters,eachcanberankedagai nstonean
otherbasedonhowwsdl litfitsthedataoritsabilitytoaccuratel ypredict futuredata points.

WewilluseM A PEorRM SEerrorcal cul ationmechani sm,whi chisconveni entl yreturnedwith
DNNmodel sfittedusi ngstatsmodel s. TheM A PEmeasureshowwel lamodel fitsthedatawhil etakingin
toaccounttheoverallcompl exityofthemodel samei ncaseof RM SE.Amodel thatfitsthedataverywell
whileusinglotsoffeatureswill beassi gnedal owerM A PEscorethanamodel thatusesfewerfeaturestoac
hievethesamegoodness-of -fit. Theref ore,weare nterestedinfindingthemodel thatyields  thel owest
M A PEva ueorRM SE.TheDNNorderandseasonal orderwithl owestM A PEval uei susedwithSDNN
Xmodelforseasonal casebutonlyDNNorderfortrendcasetofitandpredictthe
futureval uepassi nghistoryval uetogether. Alongwiththepl otf orpredi ctionwewill pl otdiagnonticspl o
tstoensurenonoftheassumptionsmade bymodel are violates.This section will shed some light on
our proposed approach to predict the short-term stock prices usingLSTM model.

d. Modd Architecture

The review focuses on Deep NeuralNetworks - Recurrent Neural Network. The review utilizes
Long Short-Term Memory models from each of the aforementioned types of neural networks.
Generalarchitecture of neural networks used.

Long Short-Term Memory (LSTM) Mode — This modeluses a four hidden layer stacked
stateful LSTM neural networkin which the input layer gets the input dataset consisting of
thefeatures mentioned above. In each hidden layer, there are hcells which are completely
connected to the input and outputlayers. Output layer consists of one cell, which had the
outputfor the predicted price of the second minute from the currentinstance. The model was
architected to be stateful to use themost important feature of LSTMs which is remembering
theprevious states since in stock price prediction the previousprices play a significant role in
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predicting the future prices.Here a sliding window approach was utilized, where in a window
of past 20 prices was considered. This approach made ustreat this problem as a time-series
prediction problem, and asmentioned previousdy LSTMs have been conventionally
verysuccessful for various time-series prediction problems.

a
a

Figure2. LSTM Layers

ReccurentNeur alNetwor ks(RNN) :

RNNsareanamazi ngandstrongsortsof Neural Systems.InaRNN ,thedatagoesthroughacircl e/l oop.W
henitsettlesonachoi ce,itmull soverthecurrentinfoandfurthermore  what it hasgainedfrom the
sources ofinfo it gotbeforehandor
previoudy.ARecurrentNeural Networkfeedsitsel fwithtwoi nputs,thepresenti nputandtherecentpast
.ThisisimperativeandCrucial becausethesuccessi on/sequenceofinformati oncontai nsurgentdataabo
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Figure 3. Neural and Recurrent Neural Network

V. Resultsand Performance Analysis

For Checking Amazon Stock Prices
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RECENT TRENDS IN AMZN STOCK PRICES

Figure 4. Past two years pricesfor particular stock

The predictions shows in the below table 2 has the error of MAPE AND RMSE which shows
that DNN_LSTM model is more accurate than the RNN model.

RMSE = math.sgrt(mean_squared_error(y_test, y_test pred))

MAPE = np.mean(np.abs((y_test-y_test pred)/y_test_pred))*100.

Predictions by the proposed model shows the high prices, open price, low price and
close price in the table 3. which shows the accuracy of 90%. The figure 5, figure 6 ,
figure 7, figure 8 shows the actual and predicted prices for close, open , high and low
where x -axis is the price in USD and y-axis is the time in minutes for next 7 days
predictions.

DNN_LSTM RNN
Error
RMSE 207.39625011831603 387.98531714439815
MAPE 5.647866406880419 10.593154965305416

Table2. RMSE and MAPE error
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Next |1 2 3 4 5 6 7
seven
datys
Prices

Open | 2578.203 | 2625.809 | 2609.774 | 2545.546 | 2540.196 | 2602.665 | 2683.457

Close | 2570.694 | 2574.751 | 2574.244 | 2522.672 | 2562.578 | 2626.764 | 2687.465

High | 2600.432 | 2598.446 | 2582.546 | 2532.546 | 2573.292 | 2638.848 | 2675.694

Low 2582.365 | 2564.732 | 2548.946 | 2508.866 | 2544.476 | 2601.146 | 2672.244

Table 3. Stock predicted pricesfor next 7 days

\
—— Actual Price
—— Predicted Price

Figure5. Close Price
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Figure 6. Open Prices
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V. Conclusion and Future Enhancements

The stock anaysis itself is a cumbersome task to undertake. By using the
comprehension of both agorithms, a sustainable prediction level has been achieved.
Successfully scraping, then cleaning and then storing the data, our system is able to predict
the future values of the stocks. The final system is a web based application, which is able to
visualize the historic time series data and future prediction, along with news. The web based
application in FLASK, with the implementation of database and visualization tools is able to
show the interactive plots of the scores. Finaly we were able to achieve our objectives
through the build system. System can predict the value of company stock according to the
data provided to the system to train it. We can analyze the current state of the current market.
Simple interface and interactive charts of the system has made easy analysis of stock for the
system users. Time series stat model DNN has been implemented & achieved high accuracy
rate. Our system is able to predict al the company stock values taking the closing value only.
Besides reaching our main objective to predict the value we are able to add different features
to our system. We have managed to add the news features to the system where users are
given access to view different stock news. Although we have reached our objectives but we
are not fully able to get the accuracy completely. We are able to achieve accuracy upto 95%
maximum and 90% minimum. We will be adding other feature in future to increase accuracy.

The proposed system is to be developed with inclusion of more companies in the
future along with multiple news sources. The current system is build using the Auto
regressive integrated model to increase the accuracy, different combination of DNN order
were generated. By selecting best DNN order we are able to obtain accuracy up to 90% or
higher. A system is never fully completed as we can enhance the system in future using
different methods. Some of the future enhancement that can be done to the system are: 1. We
can predict the stock value based on additional parameters such as opening values, turnover
etc. 2. We can add different additional features like aerting the user about price rise/fal of
different company’s stock. 3. We can further integrate different algorithm to enhance the
accuracy of the system
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