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Abstract— A drought in agriculture refers to a shortage of moisture in relation to atmospheric droughts and meteorological 

conditions, as well as the effects these have on agricultural output and economic viability. Although the linkages are complex, 

regional research including a range of aspects relating to the moisture content of the soil is necessary to completely comprehend 

drought and it is extremely complicated. A sincere diagnosis of land use changes and the measures that correlate to it, must thus be 

developed. The analysis will be based on the average soil moisture of the United States by identifying the latitude, longitude and 

slope of each city recognized using FIPS. Machine learning algorithms are one of several techniques for evaluating meteorological 

drought using drought indices, and they are useful in assessing systems. The different methods which we are going to compare and 

scrutinize are DT, KNN, Naïve Bayes, Random forest and SVM 
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I. INTRODUCTION 

Droughts are long periods of low precipitation that are a component of the natural environmental cycle and can occur 

everywhere on Earth. This disaster is characterized by a gradual deterioration in water supply due to a lack of precipitation. 

Drought may have catastrophic effects on human health, agricultural production, the economy, energy sources, and the natural 

world. Droughts are the primary factor of livestock and agricultural losses worldwide, impacting an estimated 55 third of the 

population every year. People's ability to provide for themselves is threatened, the likelihood of sickness and mortality is 

increased, and the refugee crisis is spurred by drought. 

About 40% of the global population faces water constraints and by 2030, drought might force 700 million people to relocate. 

 

Because of greenhouse gasses, previously dry places are getting dryer, while previously wet ones are becoming wetter. This 

implies that in arid regions, where temperatures are rising, water evaporates more rapidly, increasing the chance of drought or 

extending its duration. Eighty percent to ninety percent of all natural catastrophes in the previous 10 years have been caused 

by disasters, plagues, tropical cyclones, extreme weather events, and severe storms. It is sometimes difficult to pinpoint the 

exact beginning and conclusion of a drought, in contrast to more spectacular weather events. The initial signs of a famine may 

be hard to know, and it may be several weeks or months already when people recognize that one has commenced. Similarly, it 

may be difficult to determine whether a scarcity has ended. 

Droughts can endure for moments, seasons, or even years. Droughts can endure for two decades or more in some areas. The 

longer a famine lasts, the greater the impact on people's life 

 

Some theories of meteorological drought classify dry intervals as such depending on the percentage of days with wetness 

below a set threshold, for instance. Tropical rainforests, humid subtropical temperatures, and humid mid- latitude climates are 

examples of environments where precipitation occurs year-round, making this statistic applicable exclusively there. A 

determination that relied on the number of occasions below a given threshold for precipitation would be absurd in these 

regions. Precipitation variations can also be defined in terms of their relationship to monthly, seasonal, or yearly norms 

II. LITERATURE SURVEY 

 

Pavan Mohan Neelamraju used a 117-year dataset from the Indian meteorological department to estimate the meteorological 

drought in India[6] They used a variety of analysis techniques, such as support vector machines (SVM) and decision trees 

(DT). When they examined both accuracy levels, they discovered that DT was more accurate than SVM. 

 

Potential of Deep Learning in drought assessment by extracting information from hydrometeorological precursors was carried 

out by Rajib Maity;Mohd Imran Khan; Subharthi Sarkar; Riya Dutta; Subhra Sekhar Maity; ManaliPal;[10] by taking 
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meteorological dataset obtained from ERA5 and analyzed using CNN, SVR and DL based models. The DL based model 

outperformed among the other models 

 
Drought prediction using machine learning algorithm was carried out by Aishwarya M Iyengar,Deepika, Kanthi, Utkarsha 

Bharat, Mitaigar in 2019.[5] They self acquired the dataset from the field and used Support Vector Machine 

to propose a model, they were successful in developing a model for prediction of when drought will take place. 

 

Mustafa A. Alawsi, Salah L. Zubaidi, and Nabeel Saleem, Khalid Hashim, Saad Al-Bdairi, and Nadhir Al-Ansari conducted a 

review and assessment of the hybrid techniques and data pre-processing for drought forecasting.[8] They employed a variety of 

methods, including decision trees, regression, random forests, and artificial neural networks (ANNs). They also integrated 

other models to produce hybrid models, and they calculated the MAE and RMSE values for each. MAE, RMSE, and R2 

values were compared, and it was determined that hybrid models are superior. 

Puyu Fenga, Bin Wangb, De Li Liub, and Qiang Yu conducted machine learning-based integration of remotely sensed drought 

indicators in South-Eastern Australia in 2019 using MODIS satellite data.[16] It was discovered that the combination of RF 

and bias-correction 

III. METHODOLOGY 

A. Data Insights 

For the inspection to be consistent and reliable, a large amount of data is usually required. A big dataset ensures that your 

investigation can filter out irregular data and therefore that your size of the sample is realistic. It also ensures that observed 

patterns are not flukes and can account for change efforts. Forecasting, the practice of generating predictions about the future 

given the past, may also benefit from data. Here we have collected the dataset having weather and soil data. By using the US 

country FIPS code, you will draw the latitude, longitude, elevation and slopes. 
 

We will be spotting 6 slopes based on the ranges. 

 
Slope1= 0 % ≤ slope ≤ 0.5 % 

Slope2= 0.5 % ≤ slope ≤ 2 %  

Slope3= 2 % ≤ slope ≤ 5 %  

Slope4= 5 % ≤ slope ≤ 10 %  

Slope5= 10 % ≤ slope ≤ 15 %  

Slope6= 15 % ≤ slope ≤ 30 % 

 

 

LONGITUDE 

 

 

 

GRAPHS LATITUDE 

 

Fig.1 Latitude of the land 

 

Fig.2 Longtitude of the land 

 

Fig.3 Elevation of the land 
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SLOPE1 SLOPE4 

 

 
 

 
SLOPE2 

Fig 4.  Slope of 0-0.5  

 
SLOPE5 

Fig 7 Slope of 5-10 

 

 
 

 

Fig 5  Slope of 0.5-2 Fig 8 Slope of 5-10 

 

 
SLOPE3 

 

 
Fig 6 Slope of 2-5 

 
SLOPE6 

 
F 

 

Fig 9. Slope of 15-30 
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B. Model Development 

 

Step 1: First will be importing the required libraries like sklearn, pandas, numphy, imblearn, matplotlib etc 

 

Step 2: Followed by that we read the input data and initial exploation and data wrangling(cleaning) is done. 

 

Step 3: Exploratory data analysis ( Univariate and Bivariate analysis is done) 

 

Step 4: The next is we have identify the outliers and remove values beyond the standard outlier limit. 

 
Step 5: Extracting of independent and dependent variables is done 

 

Step 6: Correlation between independent variables is found for feature selection. 

 

Step 7: Then comes the splitting and training the data. Step 8: Standardizing the data. 

Step 9: Fixing class imbalance occurs by Upsampling using SMOTE, Downsampling using neighborhood cleaning rule and 

Downsampling using near miss. 

 

Step 10: PCA and LA Dimensionality reduction occurs. 

 

Step 11: Finally the model is developed using KNN, DT, Naïve Bayes, Random forest and SVM 

KNN Model 

 

Fig 10 Flowchart 

A non-parametric, supervised learning classifier, the k- nearest neighbours algorithm, provides predictions or classifications 

about how a single data point will be categorized. In order to categorize a query point, the k- nearest neighbour approach seeks 

out the point's closest neighbours. Due to the KNN algorithm's remarkably accurate predictions, it can compete with the most 

precise models.. The accuracy of the forecasts is influenced by the measurement of distance. 

 
The distance between (x1, y1) and (x2, y2) in Euclidean space is, 

 
Decision Tree 

 

A decision tree is a supervised learning technique that is used in both classification and regression. Its tree-like structure 

consists of a root , branches, internal, and leaf nodes. The leaf nodes or terminal nodes, which are represented by both types 
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of nodes, perform assessments based on the attributes that are available to produce homogeneous groupings. The dataset's 

leaf nodes act as representations for all results. Since they divide complex data into more digestible bits, decision trees are 

very useful for machine learning and data analytics. 

 

Information gain estimates the degree of uncertainty that a certain feature reduces and decides which characteristic should 

be used as a decision node or root node. 

 

 

 
Entropy, represented by the letter E, is effectively a count of the contaminants contained in a node. The amount of 

contamination reveals how random our data are. A "yes" or a "no" response should be given when there is a pure sub- split. 

 
 

 

S is a subset of the training example, and p+ and p- are probabilities of positive and negative classes, respectively. 

 

Naïve Bayes 

One of the fundamental machine learning methods that aids in categorizing issues is the Naive Bayes approach. The 

simplicity and efficiency of the Naive Bayes algorithm are well-known. Model creation and prediction can be done more 

quickly with this method. Any ML model should be created using the Bayes theorem. It is used to determine the likelihood of 

a hypothesis with prior knowledge. Yes or No, depending on the conditional likelihood 

 
in which P(A|B) is the Probability of hypothesis A based on the observed event B, and P(B|A) is the posterior probability 

likelihood of the information provided that a hypothesis is likely to be correct. 

 

Random Forest 

One popular strategy for classifying and predicting data is the supervised machine learning method known as "random 

forest”.The tasks that include regression and classification benefit from its improved performance. While using the Random 

Forest Algorithm to tackle regression issues, you must be aware of the mean squared error in order to identify how your data 

branches(MSE). 

here N is total number of data points with fi is the model's output, and yi is the data point's actual value. 

SVM 

Regression, classification, and outlier identification all involve support vector machines (SVMs), a class of supervised 

learning techniques. SVM selects the points and vectors that are at extreme to construct the hyperplane. The support vectors 

used to represent these severe events give the Support Vector Machine technique its name. 
 

 
Xi is to be predicted. Each data of xj's (-1 or +1) is given by the yj. Aj is the constant for every xj.b is a single numerical 

constant . S stands for support vectors. The K is a kernel function. 

 
C. Performance evaluation 

 

The performance of a machine/deep learning model can be evaluated using the following parameters: 
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Accuracy: It is the total of all actual results as compared to expectations. It suggests that all model predictions are taken into 

account when dividing the total forecasts and are taken to be accurate. The formula to calculate it is 
 

 

Precision: It is the ratio of the number that was truly predicted or that was genuinely forecasted to all of the actual 

predictions. the model's ability to forecast each true class properly. The formula to calculate it is: 

 

The percentage of all data samples for a class—the positive class that a machine learning model correctly identifies as being 

a member of that class is known as recall. The calculation method is as follows: 

F-score: The F-measure or F1-score is a measure of precision and recall that takes into account harmonic average. While 

FP and FN are both significant, accuracy and recall are taken into account using a single score. 

 

IV. RESULTS 

The aim of the project was to compare different models for drought analysis and propose the best method for it. We used 

various methods such as Decision tree, KNN and Random Forest. Physically measurable indices such as precipitation, 

streamflow and groundwater. These indices can be taken with real time value data. The data we carried our project included 

information about the soil in different area and it had information such as latitude longitude median elevation slope etc and 

depending upon all these categories the best model was found out. 

A. Decision Tree 

Various algorithms were carried out in Decision Tree such as DT without resampling, DT with SMOTE Upsampling and 

LDA, DT with Near miss downsampling and LDA etc. The best accuracy in DT was with DT without resampling with an 

accuracy of 0.7627 

 
Fig 11 Decision Tree 

 

 

Hyperparameter Tuning was also carried on 
 

B. KNN algorithm 

 

In case of KNN, the highest accuracy was in KNN without resampling with the highest accuracy of 0.798 
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Fig 12 KNN 

Hyperparameter tuning was carried out for the same 

C. Naves Bayes 

Naves Bayes had an accuracy of only 0.585 
 

 

D. Random forest 

Random forest without resampling had the highest accuracy of 0.808 among all the models 

 

 
Fig 14 Random forest 

E.   SVM 

 

SVM with near miss dawnsampling had the least accuracy of 0.29 
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Fig.15 SVM 

 

V. CONCLUSION 

Agriculture production is a key component of a country's economy. Therefore, it is crucial to assess and forecast draught. By 

enabling them to take the necessary actions at the right time, this evaluation will be able to save a significant number of crops. 

A precise model that aids in draught assessment can be created using techniques from decision tree methods. The best model 

out of KNN, DT, SVM and Naïve Bayes is Random Forest without resampling with an accuracy of 0.80 and precision of 0.79 

recall of 0.80 and FI Score of 0.798. So in further analysis it can be done with random forest only. 

VI. FUTURE SCOPE 

Since now the data covers only US land, the drought can be predicted only in that country, but we can do the same for soil 

from all over the world. For this we need to get more data from around the world. By increasing the dataset, the model will 

also have higher accuracy and reliability. Also this research is shortlisting the best model making it easy to analyse. In this 

way soil from all around the world can be analysed just using Random Forest and drought can be predicted easily. This will 

help in improving farmers' lives. It can be also carried on by partnering with NGOs that help farmers. 
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