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ABSTRACT 

Sentiment Analysis can be explained as sorting and dividing sentiments on the basis of emotions, 

mainly: good, bad or neutral. Opinion Mining is the main job done using NLP (natural language 

processing). Opinion Mining can also be known as Sentiment Analysis. Despite the research on this 

topic having gained a lot of attention in the recent years, some issues still remain. 

In this paper, our attempt is to resolve these issues. Not being able to sort Sentiments on the basis 

of contradiction. Studying and understanding the process, a simple way for Sentiment classification 

is proposed. We gathered data from Amazon.com for this study. We have performed categorization 

based on factors: sentence level and review level and have obtained promising outcomes. Also, 

other than all of this, we are also giving an insight into our mood analysis study in the following 

paper. 

 

I. INTRODUCTION 

Sentiment refers to an attitude, belief, or conclusion brought on by an emotion. In general terms it is 

specified as opinion mining. It depicts and analysis how people feel or think about different 

products. It has become habitual for us to look for reviews and ratings before purchasing something, 

even before going to a restaurant or on a vacation. Nowadays there are companies and social media 

sites that analyze their user information on the basis of the data they collect and then present the 

desirable results to the customer. This helps the company in self evaluation and improve its 

services. Sentiment analysis of product reviews work in a similar way. Here we are analyzing each 

review with the help of natural language processing toolkit, the sentence is broken into tokens and 

then each word is analyzed. We will be using various techniques for this purpose which are 

properly mentioned in further sections. Sentiment analysis as a technology has been mainly useful 

for companies to improve their performance among people, to analyze their own products and take 

necessary measures for better market performance. In this study, we are considering mobile phone 

reviews from Amazon.in and then analyzing it using the below mentioned ways. Section 2 gives 

information about the prior literature review done in this field, section 3 provides us the 

methodology used in analyzing and collecting the data, section 4 summarizes the whole study and 

gives a proper conclusion. 
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II. Research Design and Methodology 

Data Collection 

Data collection for our research involved the acquisition of over 5 million product reviews from 

Amazon.com between the months of January and March 2021. 

These reviews are submitted by more than 3 million customers for over 20,000 products, which 

were categorized into four groups: Beauty and wellness, Books, Electrical devices and Home. Each 

review contained essential information such as the ID of the reviewer, ID of the product, rating of 

the product, time at which review was done, Usefulness, and Text Check. 
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Ratings were provided on a scale of 1-5 stars, without any half-star rating options(above fig(b)). 

Sentiment sentences extraction and Part-of-speech tagging 

To analyze the subjective content of the reviews, we extracted all sentences that contained positive 

or negative words, while ignoring the objective content. Syntactic analysis of the sentences was 

done using part-of-speech tagging, where each word in the sentence was identified based on its 

syntactic role. 

Nouns, pronouns, verbs, prepositions, adjectives, adverbs, conjunctions, and interjections are eight  

parts of speech in English language. Our POS taggers proved essential in filtering out words that do  

not express emotions such as nouns and pronouns. We were also able to distinguish between words  

that may be employed in different parts of speech thanks to POS taggers. 
 

Sentiment score computation for sentiment token 

The following is the formula for t’s sentimental score (SS): 
 

 

i × γ5,i ×Occurrencei(t) 

 

 

 

 

Occurrence i(t) represents the number of times that t has appeared in reviews with an i-star rating 

where i ranges from 1 to 5. The figure above indicates that our dataset is uneven and that there are 

various number of reviews for each star rating. Accordingly, we introduce the ratio,γ5,i, which is 

given as 

 

|5 −star| 

γ5,i = | |  

i-star 
 

where i=1,...,5 

 

There are two processes for the classification of emotional polarity: 

Sentence-level classification and Review-level classification. We want to categorise a sentence as 

positive or not positive(negative) based on the emotion it conveys. It is impossible to manually 

categorise the vast amount of data we have as positive or negative. So, to do so, we need an 

algorithm. The programme counts both positive and negative inputs in each and every sentence. If 

the positive words are more than negative than the sentence is marked as positive and vice-versa. 

For review-level classification there is star-scale ratings. 

SS(t) = 

 i=1  

 5  

  
i=1 

γ5,i ×Occurrencei(t) 
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Feature Vector Formation 

The information that we obtained from the original dataset is sentiment tokens and sentiment 

scores. These are the characteristics or traits that are used for categorization of emotions. To 

tailor a classifier, each entry in the training data must be changed into a vector consisting 

these features known as feature vector.The challenges that we face while creating this vector 

are: 

-large number of features or feature values should not be present in vectors 

- to suit the classifier, vector must have the same amount of dimensions 

We use 2 binary strings “1” and “0” to represent the occurrence of each token. For storing the 

triggered strings we use the hashing function in Python. 

III. Outcome and discussion Methods of evaluation 

Based on each classification model’s averaged FI-score, performance is calculated as: 

n2×Pi×Ri  

F1avg =
i=1 

Pi+Ri 

 n 
 
 

Where n is the number of classes, Pi is the precision of the ith class, Ri is the recall of the ith class, Pi and Ri 

are calculated using 10-fold cross validation. 

 

The dataset is partitioned into 10 equal subsets for 10-fold cross validation, with each subset 

comprising an equal number of positive and negative class vectors. One of the 10 subsets is 

set aside for testing, and the other nine are used for training. We carry out this procedure ten 

times, saving a different tenth for testing each time. Then we take average of these 10 result 

to get a single result. 

Overall, this methodology allowed us to collect and analyze a vast amount of data effectively, 

providing valuable insights into customer sentiment towards different product categories on 

Amazon.com . 

 

IV. Conclusion 

The objective of this research is to classify emotional polarity as positive, negative or neutral. 

As we have seen that sentiment analysis deals with different emotions, notions or human 

feelings. Also, after understanding the research for sentiment analysis using product review 

major issue we have dealt with is emotional polarity. We have taken data from Amazon.com 

for conducting different operations in this research paper.  We have used NLP and ML 

techniques to analyse the data. A proper classification of sentence-level and review-level 

analysis is conducted in this paper. In addition, we have selected a proper solution for 

overcoming the problem of emotional polarity here. 
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