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Abstract— the very commonly found nature of every 

human being is to decide between things to choose or not. 

This conflict often arises whenever user has either very 

few choices which hold an important significance or user 

might have so many choices to choose from. The mood of 

a user plays a crucial role in taking up these decisions. 

This same conflict arises whenever user tries to listen to 

some music. One can identify an individual’s mood by 

looking at his/her face. More than 50% of users think that 

their music library is so large that they have difficulty in 

deciding which music to play. EMOPLAY is developed to 

play music based on emotions. This paper mainly focuses 

on developing the concept of emotion detection using the 

facial expression and music selection and aims to 

eliminate the hassle of choosing music. There are two 

parts of this system, first is emotion recognition and 

second is recommendation of music playlist. If the emotion 

is sad then provide counselling using chat bot 

implementation. For this system, CNN, VGG16 and 

Resnet50 model are trained on FER2013 dataset. The 

playlist is taken from Spotify and constructed based on 7 

different emotions. Then features are extracted to play 

desire music from recognized emotions. For the proposed 

system, VGG16 is found better than CNN and Resnet50 

which gave approximately 89% accuracy by 

experimentation. 

I. INTRODUCTION 

In daily routine, emotion plays a major role in expressing or 

communicating human feelings and thoughts. People 

generally are not aware of their feelings. This paper might 

help them to check the user’s mood in real-time. 

Understanding/ identifying human emotions will greatly 

benefit the human computer interaction. Emotion recognition 

has a very large scope in near future. On the other hand, a 

music recommendation system brought together with an 

emotion recognition system will help to get the result in 

reducing human stress. The proposed system is based on a 

web application designed specifically to capture the human 

face, identify the emotion, and suggest a playlist according to 

 
 

it. This proposed system aims to take one problem out of 

people’s lives and help to make their mood lighter. The 

proposed system mainly takes up the concept of deep learning 

and web application; by using these two an application is 

developed where users can see the emotion as well as a 

playlist is suggested according to the emotion. The playlists 

which are being used for recommendations are directly taken 

from Spotify as the playlists are refreshed daily. Hence, the 

users will not be feeling bored by repetitive songs. 

 

II. LITERATURE SURVEY 

S Metilda Florence [1] et. al. discussed about the dilemma a 

user faces while choosing the music playlist and songs. 

Hence, suggested a system which assists the users by 

recommending a playlist based on the user’s emotions.  

Aditya Gupte et al. discusses the production of android based 

app made with android SDK (Xbeats) to predict the user’s 

mood using image processing principles and recommend a 

song on its basis [2]. 

Jianhua Zhang et. al. analyzed four different methods of facial 

expression such as facial expressions, speech, behavior 

(gesture/posture) and physiological signals. Among these, it 

was found that the physiological signals are most effective 

and accurate as humans have more control over the other three 

types of signals and can mislead the emotion recognition 

system [3].  

Byoung Chul Ko [4] et al. described 7 basic types of 

emotions: happiness, surprise, anger, sadness, fear, disgust, 

and neutral. He further describes a total of 22 emotions 

consisting of 7 basic emotions, 12 compound emotions, and 

three additional emotions. 

Renuka R. Londhe et al. grouped facial expressions into 6 

common expressions: anger, disgust, fear, happy, sad, and 

surprised. The paper focused on capturing the changes in 

various facial properties with the change in facial expression. 

Further, statistical methods are used to analyze the changes 

and predict the facial expression. 
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[5] Kurosh Madani et al. tried to present the potential of 

artificial neural networks, through some ANN models and 

ANN based techniques, to solve real world industrial 

problems dealing with image processing and pattern 

recognition fields. 

Michael Healy et al. first extracted 68-point facial features 

from the input image and then used a Support Vector Machine 

algorithm for the purpose of emotional detection [6]. 

Tuhin Kundu and Chandran Saravanan favored a static 

approach for emotion classification by using ORB (Oriented 

Fast and Rotated Brief) as facial signifier for producing 

information to feed into the SVM (Support Vector Machine). 

The accuracy achieved by this experiment is about 79.1% 

after incorporation of the neural expression [7]. 

Pierluigi Carcagn`ı et al. [8] conducted an experiment to test 

the effectiveness of Histogram of Oriented Gradients (HOG) 

descriptor on various publicly available datasets and proved 

that the HOG configuration is not dependent on the input data. 

The author mentioned the challenging issues (for having a low 

recognition rate) such as scene illumination conditions, 

camera viewpoint, variability in appearance of different 

subjects [9]. Patrick Lucey, Jeffrey F. Cohn, Takeo Kanade et 

al. provided the reasoning behind the Cohn-Kanade Dataset 

and also implemented and provided the baseline results using 

Active Appearance Models (AAMs) and a linear Support 

Vector Machine (SVM) classifier for the CK Dataset [10]. 

In [11], S. Kale et al. used basic resenet50 for for suspect 

object detection with best accuracy. Abhishek Mutha et Al. 

[11] proposed CNN model for UAV system to improve the 

accuracy. In [12], Atharva Gadre et Al. variation of CNN is 

tested on signature dataset and analyzed with better accuracy. 

 

III. PROPOSED SYSTEM 

The project is divided into 2 sections:  

a. Face detection and Emotion Recognition by CNN, VGG16 

and Resnet50  

b. Fetching song playlist based on recognized emotion by best 

model. 

 

 
Fig. No. 1 Facial Expression Recognition Flowchart 

Fig. no. 1 shows the details of the algorithm of facial 

expression recognition model is given. Starting with building 

the model. With use of FER dataset on different models for 

facial emotion recognition is made. FER 2013 is already a 

feasible/manageable dataset, so normalization, reshaping and 

data labeling are the initial steps. The images in dataset are of 

(48, 48) shape. The gray scaled data is labeled in to X, Y 

where, X – image matrix and y – emotion. The training the 

dataset (X, Y) is passed to basic CNN, VGG16 and Resnet50 

architecture which are used. Some of the errors were related 

to small facial features or curves were not identified by the 

model so the different epoch values are given to CNN layers 

to check better accuracy. The model was trained with 

different epochs giving around 60 to 80% accuracy. After 

saving the trained model it’s time to predict the emotion of 

the given input. Here, when the user is capturing a picture to 

predict the emotion, the same image is given to detect the face 

of the user from the captured picture. For face detection the  

HAAR cascade face detection algorithm is used. A 

rectangular box is made around the detected face and the next 

step is to predict the emotion using best model among CNN, 

VGG16 and Resnet50.  

 

                                                                                  Fully 

       Input          Convolution         Pooling          Connected 

 

 

 

 

                                                                                                                                  
                                                                                           Output 

 
       |-------------Feature Extraction---------------------------|--Classification--| 

 

Fig. No. 2 Neural Network Architecture 
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Fig no. 2 shows the basic architecture of Convolutional 

Neural Network. Below fig no. 3 shows flow of to 

recommend the song for playlist. 

 

 

 

 

 

Fig. No. 3 Song Playlist Recommendation Flowchart 

IV. EXPERIMENTAL DATASET AND ITS RESULT 

 

The system requirements for training the model are: 

• Central Processing Unit (CPU): Intel Core i5 6th 

Generation processor or higher. An AMD equivalent 

processor will also be optimal. 

• RAM: 8 GB minimum, 16 GB or higher is 

recommended. 

• Operating System: Ubuntu or Microsoft Windows 

10 

• RAM: 8 GB minimum, 16 GB or higher is 

recommended. 

• Operating System: Ubuntu or Microsoft Windows 

10 

For the training facial expression recognition model, the 

FER2013 dataset is used. The data was put together by 

Google with help of gathering the results of a Google image 

search of each emotion and their synonyms. The dataset 

contains around 28,000 images classified into 7 emotions 

(sad, angry, surprise, afraid, neutral, happy, disgust). About 

24.4% of whole data is classified under ‘happy’. The images 

in the data consists of random posed and unposed images also. 

The images are in grayscale and 48X48 pixels. Because of 

randomness in the dataset, it helps the model to not find any 

unwanted pattern in the dataset and prediction is done only 

based on given images. The irregularities in reflection and 

light effects also makes the dataset more real and covering a 

large portion of possibilities of face imagery.  

The accuracy of the model for various epochs on the testing 

data is increasing as the number epoch are increasing. For the 

larger epochs, the accuracy is the maximum. The testing is 

done for the epoch as 10, 20, 30, 40, 50 and 100.  

The accuracy of the CNN, VGG16 and Resnet50 model for 

various epochs on the training, testing and validation data is 

increasing as the number epoch are increasing. For the larger 

epochs, the accuracy is the maximum. The testing is done for 

the epoch as 10, 20, 30, 40, 50 and 100.  

The snapshot of the EMPLAY Application Homepage is a 

follows:     

 

Fig. No. 4: EMOPLAY Application Homepage 

 

Fig. No. 5: EMOPLAY Display and Playlist 

Recommendation 

There are several features which are added to this proposed 

system. The first feature which is continuous face detection 

and output emotion according to it. Take a 2 min video of user 

as an input and map the emotions throughout the video and 

take the most dominating emotion to get the prediction. This 

way the actual emotion of a user in current state can be given. 

Another feature is added after the recommendation part. If the 

emotion of a user continuously detects sad motion, then the 

system will start a chat bot for instant counselling and provide 

some health clinics references according to it. Two different 

optimizer are used to train the models such as Adam and 

Stochastic Gradient Descent (SGD). Table no. 1 show the 

accuracy and loss of CNN, CGG16 and Resnet50 for the 

optimizer Adam. 

Table No. 1: Model Accuracy and loss for Adam Optimizer 

No. of 

Epoch 
CNN VGG16 RESNET50 

   Accuracy Loss  Accuracy Loss  Accuracy Loss 

10 0.466 2.459 0.860 1.665 0.857 1.784 

20 0.589 1.549 0.873 1.510 0.857 1.759 

30 0.610 1.495 0.877 1.427 0.857 1.744 

40 0.612 1.515 0.880 1.352 0.857 1.738 

50 0.629 1.433 0.880 1.365 0.854 1.735 

10 0.633 1.418 0.885 1.315 0.857 1.726 
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For experimentation purposes, two optimizers are used as 

Adam and SGD. Fig no. 6 and fig no. 8 show that VGG16 

gives better accuracy than CNN and Resnet50as the number 

of epochs are increased. 

 

 
Fig. No. 6: Model Accuracy of CNN, Resnet50 and VGG16 

for Adam Optimizer 

Fig no.  7 and fig no. 9 show that VGG16 reduces loss than 

CNN and Resnet50 as the number of epochs are increased. 

 

 

 
Fig. No. 7: Model Loss of CNN, VGG16 and Resnet50 for 

Adam Optimizer 

 

Table No. 2: Model Accuracy and loss for SGD Optimizer 

Model CNN VGG16 RESNET50 

No. of 

Epoch 
   Accuracy Loss  Accuracy Loss  Accuracy Loss 

10 0.267 11.771 0.859 1.666 0.8570 1.719 

20 0.339 8.594 0.885 1.302 0.8571 1.719 

30 0.448 5.418 0.885 1.307 0.8571 1.717 

40 0.516 3.742 0.885 1.298 0.8571 1.717 

50 0.534 3.457 0.877 1.421 0.8571 1.718 

10 0.609 1.939 0.869 1.511 0.8571 1.717 

 

 
 

Fig. No. 8: Model Accuracy of CNN, VGG16 and Resnet50 

for SGD Optimizer 

 

 
Fig. No. 9: Model Loss of CNN, VGG16 and Resnet50 for 

SGDs Optimizer 

 

V. CONCLUSION 

This proposed system aims to make people’s life simpler and 

helps to keep focus on the current work. The currently world 

is witnessing the rise in mental health issues and this problem 

is growing seriously. This idea has potential to solve some 

really major problems in real life. To achieve this goal, CNN, 

VGG16 and Resnet50 models are trained on FER2013 dataset 

for facial expression and emotion recognition. VGG16 gave 

better accuracy and less loss as compared to other models. 

Based on emotion recognition, the features are extracted to 

play the music as per user’s mood.  
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