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Abstract - This technical paper presents the design 

and optimization of fast binary counters using the 

Bitonic sorting network. The proposed (7,3) and 

(15,4) counters utilize the sorting network to 

construct a reordered input sequence. The (7,3) 

counter is optimized to outperform previous 

designs in terms of delay, area, and power-delay 

products, achieving improvements of 23.7%, 15%, 

and 40.7%, respectively. The (15,4) counter is 

designed to have a shorter delay and consume less 

area and power compared to previous designs. The 

implementation of these counters was carried out 

using Xilinx Vivado and Xilinx ISE Design Suite. 

The results demonstrate the effectiveness of using 

the Bitonic sorting network in designing high-

performance binary counters. 

 

Tool used -Xilinx vivado and Xilinx ISE design suite. 

Keywords - Sorting Network, Full Adder, FPGA, 

Bitonic Sorting, One hot code sequence 

 

I. INTRODUCTION 

To add up all the incomplete products, a Wallace 

Tree structure is utilized, which is the efficiency 

bottleneck of the fundamental multiplier and the 

Wallace multiplier also uses half adders in the 

reduction phase [2]. The summation is commonly 

used by many DSP devices of multiple operands, and 

it is a vital route step. In some high-radix NTT 

versions, the central processor unit is made up of the 

sum of many operands. The Wallace tree structure, 

along with its modified technique, is the most well-

known method of multiple operands. In these 

techniques, the summing is accelerated by using 

complete adders as (3,2) counters, leading to 

logarithmic time consumption [14]. A post-quantum 

cryptosystem called completely homomorphic 

encryption offers robust security for cloud computing 

that urgently requires number theoretic transform to 

speed up huge number multiplication and polynomial 

multiplication [16][17]. Due to the significant routing 

complexity, this straightforward solution is not 

practically practical for huge data volumes. 

The key idea here is to create a counter that has a 

greater compression ratio than the (3,2) number by 

taking into account extra bits of the same weight. A 

very quick (6,3) counter with a symmetric stacking 

construction was suggested by Fritz and Fam [6], and 

using this counter as a base, they constructed a (7,3) 

saturated counter [8]. The delay performance of this 

design, although being the fastest in comparison to 

previous (7,3) counter designs, is inferior since no 

optimization was done before a MUX was just put to 

the critical route. We suggest this approach of 

immediately building a (7,3) counter to address the 

issue. The asymmetric layering structure, however we 
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start with two asymmetric sorting networks that have 

three and four layers of sorting [1]. 

The sorting network is a powerful concurrent 

hardware network used for data processing. According 

to the well-known 0, 1 principle, If a sorting network 

can sort a collection of data whose members [18][19] 

are all 1-bit numbers, then it can sort any kind of 

number. 

This paper is organized as follows. Proposed design of 

counter using conventional techniques using full 

adders and comparison with previous operation in 

Section II. With the performance analysis of proposed 

(7,3) and (15,4) counter, improvement of delay and 

power-delay product simulations are observed in 

Section III.  

 

II. DESIGN OF COUNTER USING 

CONVENTIONAL TECHNIQUES 

In this section counters design is explored using 

different techniques. 

A. Design of counter (7,3) using a combination of 

full adders1 

A half adder is a digital circuit that can provide the 

outcome of adding two 1-bit values. It has two input 

terminals where 1-bit numbers can be entered to be 

processed [3]. The half-adder then calculates the total 

of the numbers and, if applicable, the carry. Three 

inputs are added, and two outputs are generated by a 

full adder. A and B are the first two entries, and C-IN 

is the third. The output carry is indicated by the 

character C-OUT, whereas the standard output is 

indicated by the word S, which stands for SUM. The 

result of (7,3) counter by using full adder is shown in 

Fig. 8. 

 
Fig. 1. Design of counter (7,3) using full adders 

Half adders are used to create full adders, and full 

adders are used to build counters as shown in Fig. 

1[1]. 

 

The construction of counter using full adders as shown 

in Fig. 2.is implemented by the equations (1) -(2) 

which comprises of S2 , C2 , S1 , C1 , S3 , C3 , S4 , C4. 

 

𝑺𝟐 = 𝑿𝟑 ⊕ 𝑿𝟒 ⊕ 𝑿𝟓                -(3)  

𝑪𝟐 = 𝑿𝟑𝑿𝟒 + 𝑿𝟒𝑿𝟓 + 𝑿𝟓𝑿𝟑    -(4)  

𝑺𝟏 = 𝑿𝟎 ⊕ 𝑿𝟏 ⊕ 𝑿𝟐                -(5)  

𝑪𝟏 = 𝑿𝟎𝑿𝟏 + 𝑿𝟏𝑿𝟐 + 𝑿𝟐𝑿𝟎    -(6) 

 

 𝑺𝟑 = 𝑺𝟐 ⊕ 𝑺𝟏 ⊕ 𝑿𝟔 

                 = 𝑿𝟑 ⊕ 𝑿𝟒 ⊕ 𝑿𝟒 ⊕ 𝑿𝟓 ⊕ 𝑿𝟓 ⊕ 𝑿𝟑      -(7) 

𝑪𝟑 = 𝑺𝟐𝑺𝟏 + 𝑺𝟏𝑿𝟔 + 𝑿𝟔𝑺𝟐   -(8) 

  𝑺𝟒 = 𝑪𝟏 ⊕ 𝑪𝟐 ⊕ 𝑪𝟑            -(9) 

𝑪𝟒 = 𝑪𝟏𝑪𝟐 + 𝑪𝟐𝑪𝟑 + 𝑪𝟑𝑪𝟏    -(10) 

 

Fig. 2. Block diagram of counter using a combination full 

adder. 

 

B. Design of counters using a Sorting Network 

(SN) and one-hot code  

 

A potent parallel network is employed for data sifting 

called the sorting network. There are only 1-bit 

numbers, two data inputs, and and two outputs of data 

on each straight line, which stands for a sorter. The 

bigger input is always placed higher than the smaller 

input by the sorter [1]. A three-way sorting network's 

input is represented by the series [0, 1, 1], whereas a 

four-way sorting network's input is represented by [0, 

1, 1]. After three layers of the sorter, the input 

sequences for both 4 SN and 3 SN are rearranged with 

lesser number at lower levels and a larger number at 

the summit. 

By padding the reordered sequence with a fixed bit "1" 

at the top and a fixed bit "0" at the bottom, as 
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illustrated in Fig. 3. we may regulate the sequence to 

guarantee that the 0,1-junction always exits. Second, 

the initial sequence's total number of "1"s and "0"s 

was preserved in the rearranged sequence [4]. The 

padded "1," which is set but would have an impact on 

the overall number of "1s" in the padded sequence, is 

not counted. For each layer that makes up a sorter, a 

simple two-input logical gate layer is used. Two inputs 

are reordered by the sorter based on numerical 

magnitudes. The logical circuit shown in Fig. 4 can 

sort two 1-bit data with ease. A sorter therefore 

employs a single stack of simple logic circuits with 

two inputs whereas three- and four-way sorting 

networks each need three layers of these gates. There 

are 3 actions. Then, split the 7 bits in half [7]. The two 

components each have 4 bits and 3 bits, respectively. 

After that, arrange the two pieces into two sized-

appropriate sorting networks. The fixed "0" and the 

fixed "1" are added to the sorting networks' outputs. 

Second, using the Boolean expression, one-hot code 

sequences P0-P4 and Q0-Q3 are produced. One hot 

code sequence and boolean expressions between 

reordered sequences are formed [12], which has the 

same structure as (9)- (11). generation and 

simplification of the output expressions comes last. 

The results of 2-bit sorting network are shown in Fig. 

9.  where 2 input bits interchange when MSB is 0 and 

LSB is 1 and the bits will be same when MSB is 1 and 

LSB is 0 based on the functionality of 2bit sorting. 

similarly, the 3-bit and 4-bit sorting network uses 2bit 

SN as shown in Fig. 10. And Fig. 11 With the help of 

3bit and 4bit SN the (7,3) counter is built displays in 

Fig. 12 the output of counter. Fig. 13 displays the RTL 

schematic of 7,3 counter. 

 

 

 

 

Fig. 3. Design of counters using a Sorting Network (SN) and one-hot code 

𝒀𝟎 = (𝑷𝟏 + 𝑷𝟑) ⊕ (𝑸𝟏 + 𝑸𝟑)                  -(11)  

𝒀𝟏 = 𝑸𝟎(𝑷𝟐 + 𝑷𝟑) + 𝑸𝟏(𝑷𝟏 + 𝑷𝟐) + 𝑸𝟐(~(𝑷𝟐 + 𝑷𝟑)) + 𝑸𝟑(~(𝑷𝟏 + 𝑷𝟐)) -(12)  

𝒀𝟐 = 𝑷𝟒 + (𝑷𝟑. (~𝑸𝟎)) + 𝑷𝟐(𝑸𝟐 + 𝑸𝟑) + (𝑷𝟏. 𝑸𝟑)   -(13)  

 

Both comparators and wires are components of a 

sorting network. The wires are imagined to be oriented 

from left to right, carrying values (one per wire) that 

move simultaneously across the network [5]. Two 

inputs are reordered by the sorter based on their 
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numerical magnitudes. This suggests that a sorter use 

a single layer of elementary logic gates with two 

inputs for two 1-bit data. 

 
             Fig. 4. Design of 2-bit sorting network 

 

 

 

III. DESIGN OF COUNTER USNG PROPOSED 

ALGORITHM   

 

A special kind of sequence known as a bitonic 

sequence is used in the bitonic sort, a comparison-

based technique of arranging bits in an array or 

sequence[9]. The element sequence in a bitonic array 

is one in which the elements increase up to a certain 

element and then decrease in value until the end. 

Many parallel sorting algorithms are built on bitonic 

sorting or odd-even sort because of their inherent 

parallelism and fast time complexity[10]. Bitonic Sort 

can only be done if the number of elements to sort is 

2^n. The bitonic sequence approach fails if the 

number of components does not precisely fit inside 

the range [15]. As we did previously, the sorting is 

carried out in three steps. The first step involves 

creating the bitonic sequence from the supplied 

random sequence. It is regarded as the start of the 

procedure. After finishing this stage, The components 

of the initial portion of the sequence will be arranged 

in increasing order, while the second half's elements 

will be arranged in descending order as shown in Fig. 

5. The results of 15,4 counter using bitonic sequence 

is shown in Fig. 16. With the help of 7-bit and 8-bit 

sorting network the 15,4 counter is built the 7,8-bit 

network is shown in Fig. 14. And Fig. 15.

 

 In order to compare the first element of the initial first half with the first element from the second half, the 

second element from the first half, we must now do a comparison. 

  

Fig. 5. 8-Bit Sorting Network

Beginning with the second component from the 

second half, and so on. We must swap the components 

if it comes out that any element in the second half is 

smaller. The RTL schematic of bitonic sorting is 

shown in  Fig. 6. Because of the preceding stage, 

every element in the first half was smaller than every 

element in the second half [13]. The two n/2-length 

sequences are created because of the compare and 

swap operation. We iteratively apply the operations of 

the second phase to every sequence up until we have a 

singular sorted sequence of length n. 

 

The input bits are applied immediately to the bitonic 

sorting network, which then completes the process of 

creating one hot code, as opposed to being divided and 

sorted from upper level to lower level.  
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Fig. 6. RTL Schematic of bitonic sorting 

 

By appending the low logic(0) bit to the least 

significant bit(LSB) and high logic(1) to the most 

significant bit(MSB)  and  finding the zero-one 

junction (0,1) [11] gives base value of the digit which 

results the output of binary counter when it is 

converted to the binary form either it may be (7,3) or 

(15,4) counter. 

 

A. Design of counters implementation on FPGA 

 

Counters are frequently regarded as crucial building 

blocks for many circuit operations, including 

configurable frequency divisions, shifters, code 

generators, memory pick management, and various 

math operations. Since many applications consist of 

these basic processes, a lot of study is devoted to 

the development of effective counter architectures. 

Design methods for counter architecture examine 

trade-offs between working frequency, power usage, 

space needs, and target application specialty. The 

7,3 counter is implemented on FPGA Xilinx artix7 is 

shown in Fig. 7  by assigning the input and output 

ports with respect to the FPGA I/O pins. Counters 

are initially built as standard hardware-based 

components. The counters are created as chunks of 

built-in memory for FPGAs that share a single 

processing unit. 

 

 

 
Fig. 7. (7,3) counter on FPGA 

 

Input pins: U18, T18, R17, R15, M13, L16 and J15 

output pins: J13, K15 and M17 

IV. RESULTS AND COMPARISONS 

A. Simulation of counter using a combination of a 

full adder 

 

 
Fig. 8. Conventional (7,3) counter 

The conventional (7,3) counter is built by using full 

adder logic where the 7 inputs is converted into 3 

outputs as s, c1, c2  

B. Simulation of counter using Sorting Network 

(SN) and one-hot code 

 

2-Bit Sorting Network 

 
Fig. 9. 2-Bit Sorting Network 

In 2-Bit SN where 2 input bits interchange when MSB 

is 0 and LSB is 1 and the bits will be same when MSB 

is 1 and LSB is 0 based on the functionality of 2bit 

sorting 

  

 

 

 

3-Bit Sorting Network 
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Fig. 10. 3-Bit Sorting Network 

The 3-Bit SN consists of 3 inputs and 3 outputs where 

the bits are sorted based on the functionality of MSB 

and LSB of 1 and 0 

 

4-Bit Sorting Network 

 
Fig. 11. 4-Bit Sorting Network 

The 4-Bit SN consists of 4 inputs and 4 outputs where 

the bits are sorted based on the functionality of MSB 

and LSB of 1 and 0 

 

 

 

 

 

(7,3) Counter 

 
Fig. 12. (7, 3) 

counter  

The counter is designed by using sorting network logic 

and one hot code generation of 3 bit and 4 bit SN. 

Here the 7 inputs are divided into 3 bit SN and 4 bit 

SN. 

RTL Schematic 

 
Fig. 13. Schematic RTL view of 7, 3 counter  

This is the RTL Schematic view of a (7,3) counter 

designed with the help of one hot code generation and 

sorting network 

 

7-Bit Sorting Network 

 

Fig. 14. 7-Bit 

Bitonic 

Sorting 

Network 

 

The 7-bit SN is done by the proposed algorithm of 

sorting network having of 7 inputs and outputs 

 

8-Bit Sorting Network 

 
Fig. 15. 8-Bit Bitonic Sorting Network 

 

In 8 bit bitonic sequence the elements are first 

arranged in increasing order, and then after some 

particular index, they start decreasing. 

(15,4) Counter 

 

Fig. 16. (15,4) Counter 

 

The 15,4 counter is designed by the 7 bit and 8 bit 

bitonic sorting network where the 15 input bits is 

converted into 4 output bits of s, c1, c2, c3. 
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Comparision Tables: 

Here are the comparision results of the proposed 

model to the reference models [1] where they used 

2 way sorting network and symmetric stacking 

method [6]. 

 

(7,3) counter 

Method Delay

(ns) 

LUT’S Power 

(uW) 

PDP 

(ns*uW) 

Proposed 0.22 5 28.0 6.16 

[1] 0.38 6 27.6 10.5 

[6] 0.40 6 34.1 13.6 

 

(15,4) counter 

Method Delay

(ns) 

LUT’S Power 

(uW) 

PDP 

(ns*uW) 

Proposed 0.57 32 48.2 27.47 

[1] 0.75 44 46.7 35.3 

[6] 0.63 38 120.3 76.0 

 

 

V. CONCLUSION 

In this technical paper, we have presented a 

novel approach for counter design using bitonic 

sorting and one hot code generation techniques. 

Our proposed design exhibits 23.7% and 41.3% 

less delay than the existing models proposed in [1] 

and [6], respectively. Furthermore, the area (in 

terms of LUT's) and power consumption are 

reduced by 15% and 28.2%, and 40.7% and 32.6% 

compared to the models proposed in [1] and [6], 

respectively. By reducing both delay and power 

consumption, our proposed counter design 

achieves a lower power delay product, making it 

suitable for various applications that require lower 

delay, area, and power consumption. Overall, our 

results demonstrate the effectiveness and efficiency 

of our proposed approach for counter design, 

which can offer significant benefits over existing 

techniques. 
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