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ABSTRACT—Nowadays product (including service, e.g. 

hotel and restaurant.) reviews play an important role in 

consumers' online shopping activities. Buyer mostly focused 

only the positive reviews. The content in the form of 

reviews, ratings, and comments can be analyzed. Our data 

analysis and multi-agent simulations proved the feasibility 

of this framework. Product reviews are performed on the 

data extracted from Amazon reviews. Sentiment analysis of 

reviews extracts and aggregates fake and real opinions from 

product reviews. Millions of products and services are 

available in online marketing that generate huge amounts of 

information. we using various machine learning techniques 

for fake reviews. The fake review dataset is taken from the 

dataset repository. In our process, we have to analyze or 

classify the product review into fake reviews and real 

reviews by using the machine learning algorithms such as 

AdaBoost and logistic regression. Then, the experimental 

results show the accuracy, precision, recall, and f1 score. 
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I.INTRODUCTION 

Consumers decide to buy a given product by looking at 

these ratings and reviews. Such content can be positive or 

negative reviews made by consumers who have previously 

used the product. The Machine Learning Algorithm can help 

us to a visual representation of the data and vectorize the 

data. Natural Language Processing, a sub-field of machine 

learning, is used to analyze text and identify positive or 

negative reviews given by consumers. This is also called 

Sensitive Analysis. The effect of traditional media can be 

estimated by established methods like audience rating. 

Meanwhile, the effect of the new strategies is hard to 

quantify. 

Sentimental Analysis can be used to extract 

meaningful insights from customer reviews and ratings. 

Online reviews are used not only to post opinions about 

products, services and other issues, but also to analyze user 

opinions for making purchasing decisions and help 

companies in improving quality. Fake reviews have become 

an alarming issue as it misleads online users when making 

purchases and promotes or diminishes the reputation of 

competing brands. 

Nowadays product (including service, e.g. hotel, and 

restaurant.) reviews play an important role in consumers' 

online shopping activities. Many people read these reviews 

before making a purchase decision. Buyers most focused 

only the positive reviews. This effect will bring a larger 

amount of business or lead to potential financial losses. 

Although lots of product reviews are posted by real 

consumers to express their views and share their shopping 

experiences with other people, more untruthful reviews 

appear on e-business websites because of financial reasons. 

Fake consumer review detection has attracted much 

interest in recent years owing to the increasing number of 

Internet purchases. Current approaches to detecting fake 

consumer reviews use review content, product and reviewer 

information, and other features to detect fake reviewsNow 

the use of internet and online marketing has become very 

popular.Millions of products and services are available in 

online marketing that generate huge amounts of 
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information. Hence, it's difficult to find the best suitable 

services or products compatible with the requirement. 

Customers directly take decisions based on reviews or 

opinions that are written by others based on their 

experiences. In this competitive world, any person can write 

anything, which raises the number of fake reviews. This 

process gives false input to new customers who want to buy 

products, so we need a system to detect fake reviews. 

 

II.PROBLEM STATEMENT 

Cyber technology's wide reach and fast spread contribute to 

its menace. The problem is to identify the authenticity of the 

reviews and online content. An equally important problem is 

to identify the bots involved in spreading false reviews. 

So, to overcome the difficulties by using the different 

machine learning algorithms. 

 
III.METHODOLOGY 

A. FETCH DATA: 

The input data was collected from dataset repositories like 

the UCI repository. In our process, a fake review dataset is 

used. Data selection is the process of detecting or 

classifying product reviews into fake reviews and real 

reviews. The dataset contains information about the product 

such as reviews, IDs, ratings, product categories, comments, 

and so on. It provides useful information about the product 

such as its' title, description, image URL, sales rank, 

category, price, brand, and products that are most related to 

it. 

 

B.  DATA CLEANING: 

Data cleaning(preprocessing)  is the process of removal of 

unwanted data from the dataset.  Pre-processing is the data 

transformation operations .It is  used to dataset are 

transform  into a structure suitable for machine learning. It 

is also includes cleaning the dataset , which makes it more 

efficient. Missing data removal. Encoding Categorical data.  

Missing data removal: It is the process of the missing values 

and Non values are replaced by 0. Encoding Categorical 

data :a process of categorical data are  converted into integer 

format ,so that the data with converted categorical values 

can be improve the predictions.  Then, we have to remove 

the unwanted or unnecessary columns. Most machine 

learning algorithms wanted numerical input and output 

variables. 

 

 
 
                                  Figure: FLOW DIAGRAM 

 

 

C. TEXT PREPROCESSING: 

Natural language processing is uesd by computer to 

understand the human language . It is a component of 

artificial intelligence (AI).Preprocessing the data typically 

consists of some steps: First one is removing the 

punctuation: The punctuation removal process will help to 

treat each text equally. special characters does not add any 

values in the text , so we remove special characters in a text. 

Characters are removed depending on their uses. eg: How 

are you?->How are you. Tokenization: Tokenization is the 

start of the NLP process, converting sentences into 

understandable bits of data that a program . It gives structure 

to previously unstructured text. eg: Plata o Plomo-

>‘Plata’,’o’,’Plomo’. Remove stopwords: There are too 

many stop words in any human language. By removing 

these words, we remove less information from our text to 

focus more on the important information. Stemming: 

Stemming is the process of reducing a word to its stem, 

which is attached to word roots called suffixes and prefixes 

or "lemmas".It removes suffices, like "ing", "ly", and "s", 

etc. by a simple rule-based approach. 
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D. FEATURE EXTRACTION: 

 

In this step, we have to implement the vectorization method. 

Vectorizing is the process of encoding text as an integer . 

Here we have to use Count Vectorizer. Both are methods for 

converting text data into vectors as the model can process 

only numerical data. In count vectorizer, it converts the 

tokens into vectors. 

 

E. SPLIT DATA: 

 

Here we use machine learning process, In addition to the 

data required for training, test data are needed to evaluate 

the performance of the algorithm to see how well it works. 

In our process, we considered 80% of the spam dataset to be 

the training data and the remaining 30% to be the testing 

data. Dataset splitting into two portions for validation. One 

Part of the dataset is used to implement a predictive model 

and next part to evaluate the model's performance. total 

number of dataset is divided into two parts that is training 

set and a test set, train set contain large number of data most 

of the data and a testing dataset contain minimum number of 

data. 

 

F. MODEL: 

In our process, we have to implement the machine learning 

algorithms such as boost and logistic regression. This 

algorithm used with AdaBoost is decision trees with one 

level, which means Decision trees with only 1 split. These 

trees are also called Decision Stumps. An AdaBoost 

classifier is a meta-estimator ,that starts with fitting a 

classifier on the taken dataset and then fits additional copies 

of the classifier on the same dataset but where the 

incorrectly classified instances are adjusted such that focus 

more on struggle cases. 

 

Logistic regression is a method used for analysis to predict 

a outcome, such as yes or no, based on taken of a data set. A 

logistic regression model find a data variable by analyzing 

the dataset relationship between one or other existing 

variables. 

G. RESULT GENERATION: 

The Final Result will be based on the overall performance 

and precision. Here we proposed the overall performance of 

this approach is to evaluated using, 

 

Accuracy 

The accuracy of the classifier is refers to the ability of the 

data. It predicted the class label on corrected value and the 

accuracy of the precision refers to how well a given 

precision can guess the correct value of the predicted 

attribute for new entry data. 

                   AC= (TP+TN)/ (TP+TN+FP+FN) 

 

Precision 

Precision is used as the number of TRUE POSITIVES 

divided by the number of TRUE POSITIVES plus the 

number of FALSE POSITIVES. 

                             Precision=TP/ (TP+FP) 

 

Recall 

Recall the number of corrected values divided by the 

number of correct value that should have been returned to 

next process.  In binary classification, recall is called 

sensitivity data. It can be viewed as the orginal probability 

of that a relevant dataset is retrieved by the recall. 

                                Recall=TP/ (TP+FN) 

 
IV.EXPERIMENTAL RESULTS 
 

A. DATA SELECTION 

 

 

 
 
                                Figure-2: AMAZON REVIEWS 

 

 

          B. PREPROCESSING 
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                      Figure-3: MISSING VALUES 

 

C.  NLP TECHNIQUE 

 

 
 
                    Figure-4: REMOVE STOPWORDS 

 

 

 

 

 

 
 
                  Figure-5: UPPERCASE TO LOWERCASE 
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                                Figure-6: TOKENIZATION 

 

D. DATA SPLITTING 

 

 
 
                      Figure-7: SPLITTING DATA 

 

E.  ML ALGORITHM- ADABOOST 

 

 
                            Figure-8: ACCURACY 

 

F. VISUALIZATION    

 

 
 
           Figure-9: FAKE OR  REAL 

 

 

 
            Figure-10: OVERALL PREDICTION 

 

 

V. CONCLUSION 
We conclude that, a machine-learning-based method for the 

detection of fake and real reviews on fake reviews dataset. 

The research in the paper adopted an approach based on 
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AdaBoost and logistic regression, which was chosen mostly 

for its simplicity and its known performance capabilities. 

The experimental results indicate that the proposed 

approach outperformed the machine learning algorithms and 

achieved the highest performance in terms of Accuracy, 

Precision, recall, and F1-score. 
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